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Abstract
While much prior work on computational visual storytelling an-
alyzes image content, it largely overlooks formal elements. This
raises the question: how might particular cinematographic tech-
niques shape a system’s interpretation and narration of imagery?
To investigate this question, we generate 60 responses from a Vi-
sion Language Model using a multi-faceted prompt paired with
different still frames from Man with a Movie Camera (1929), a silent
documentary film renowned for its innovative cinematography.
We present three themes that highlight roles of cinematography
in computational visual storytelling: (1) how AI discerns drama
and power from camera shots and angles that portray social real-
ity; (2) how AI (mis)interprets lighting and focus techniques that
compose ambiguous reality; and (3) how AI navigates visual effects
that render surreality. In turn, we look toward cinematic controls
to reimagine users as directors of visual storytelling systems and
discuss how expressive AI can support speculating about the past.
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1 Introduction
In his 1924 manifesto, Soviet filmmaker Dziga Vertov presents the
“Kino-Eye” as a technique, which translates to “Camera-Eye” (or
“Cine-Eye”). He writes: “Kino-Eye is understood as ‘that which the
eye does not see,’... to show people without masks, without makeup...

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
CHI ’25, Yokohama, Japan
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1394-1/25/04
https://doi.org/10.1145/3706598.3713840

to read their thoughts, laid bare by the camera. Kino-Eye [is] the
possibility of making the invisible visible...” [93]. For Vertov, working
in the context of the early twentieth-century Soviet Union following
the 1917 Bolshevik Revolution, the Kino-Eye is, in his words, “an
attempt to show truth on screen” by documenting everyday people
and making sense of their inner worlds [93]. But how might we
actually “read their thoughts’’—or, better yet, in today’s day and
age, how and why might Artificial Intelligence (AI) help us to do
so? What might we learn from AI decoding the Camera-Eye?

To investigate what AI might ‘see’ in attempt to make sense of
and narrate peoples’ inner worlds, we consider Vertov’s statement
about the Camera-Eye showing “that which the eye does not see,”
and its ability to reveal more than the everyday reality around us. It
is able to observe people in unique ways by harnessing the power
of cinematography to reveal what is otherwise unobserved by the
human eye. We draw from Vertov’s work to investigate the central
question: how might particular cinematographic techniques shape
how AI interprets and derives stories from imagery? This inquiry
into cinematographic techniques—structural and stylistic design
decisions related to camerawork, lighting, and composition—has
been touched upon in computer vision and narration tasks, yet
it remains an under-recognized role, and in some works, is even
discarded. We focus our inquiry of cinematics onvisual storytelling.

Scholars broadly use the term visual storytelling to describe
creative synergies between text and imagery, such as using visu-
als to convey a story [15, 70], drawing collaboratively (e.g., with
co-creative agents [57, 105, 106]), and crafting narratives from the
movements of shapes [19]. We use the definition of visual story-
telling that is the subjective and creative process of telling sto-
ries about an image or sequence of images [37, 47, 63]. Under this
purview, many visual storytelling systems guide the creation of a
narrative derived from a visual along dimensions of content and
form, including plot [64], genre [49, 102], and style [54, 55, 83]. The
cinematic and formal elements of the imagery, however, have not
been thoroughly interrogated. Prior works have even gone so far as
to exclude particular images (e.g., ones out-of-focus) from the set
of inputs to a visual storytelling system [46], rather than use these
‘imperfect’ images to analyze the impact of focus techniques (as we
explore in this study). Instead, we envision cinematography as an
additional dimension of control to be harnessed in these systems.

In this work, we examine how a system derives symbolic inter-
pretations and narratives from cinematic imagery. We curate 60
different still frames from Vertov’s experimental silent documen-
tary Man with a Movie Camera (1929), which exhibits a variety
of cinematography techniques. We focus on this film because it
is critically acclaimed for its innovative cinematography [14] and
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particular relevance to human-computer interaction (HCI) since it
has inspired many computational experiments, interface designs,
and new media theories [3, 44, 53, 67–69]. We input each curated
frame, along with a multi-faceted prompt, inputted into a Vision
Language Model (VLM). After generating 60 unique responses, we
closely read the VLM’s content and formal analysis of each image.
We then present three themes that synthesize the role of particular
cinematographic techniques in computational visual storytelling.

We make a fourfold contribution to HCI literatures on compu-
tational visual storytelling and cinematography. First, we bring
formal analysis to the computational visual storytelling space by in-
tegrating film studies epistemologies and methodologies with those
of HCI. Our investigation reveals how formal elements temper and
trouble automatic story generation. This analysis adds nuance to
prior work that only analyzes the content (e.g., object recognition,
narrative, etc.) [37, 38, 47, 65, 104] or audience “interest” in said
content [1]. Second, we explore AI’s potential to speculate about
visual history as an active, ongoing storytelling process. By an-
alyzing historical material with AI, we show how documentary
can not only play a role in speculating about the future (as ex-
plored in contemporary filmmaking [80, 84]), but also the past by
generating a multiplicity of interpretations and narratives from a
plurality of perspectives—even those of inanimate objects. In this
process, we reorient the normative temporal outlook of HCI stud-
ies on cinematography that focus largely on speculative futuring
[13, 25, 48, 66], enabling more capacious readings of the past. Third,
our findings reveal how AI interprets three different types of ‘re-
ality’ that we identify in the film: social reality, ambiguous reality,
and surreality. By guiding a VLM through a structured process of vi-
sual storytelling, we analyze how formal elements impact narrative
construction, as well as the strengths and challenges encountered
in each type of ‘reality.’ Finally, we contribute thematic insights
that provide a directional sense of trends, laying the groundwork
for future work to study a larger dataset of visual material. Towards
that end, we chart avenues for designing cinematic controls and
guidelines that enhance user interactions with generative models.

2 Background: Man with a Movie Camera (1929)
Directed by Soviet filmmaker Dziga Vertov in 1929, Man with a
Movie Camera is an experimental, silent documentary film that
revolutionized the art of cinematography. While deep analysis of
the film is beyond the scope of this paper, here we provide a high-
level overview of its significance, contextualizing its relevance to
HCI and our study in particular.

Man with a Movie Camera applies Vertov’s concept of the “Kino-
Eye” (“Camera-Eye”) as a vision of cinema where mechanical obser-
vation reveals truths inaccessible to human perception alone [93].
Eschewing a traditional narrative structure, the film documents
early twentieth-century urban life in the Soviet Union with self-
reflexive and associative visual techniques that consist of dynamic
montage, rapid cuts, and innovative camerawork. With stylized
and idealized juxtapositions (e.g., between labor and leisure), the
film presents an often glorified view of Soviet life after the 1917
Bolshevik Revolution. This view emphasizes technological progress,
productive human-machine interaction, and the collective spirit of

modernization—what Vertov refers to as “a communist decoding of
the world” that is made accessible through the Camera-Eye [93].

Since its initial release, the film has inspired new media theo-
ries and contemporary computer-based experiments with iterative
interfaces for cinema [3, 53]. Based on the film’s non-linear, associa-
tive editing techniques that allow for creating narrative structure
from the dynamic arrangement and retrieval of visual elements,
Manovich argues that it is like a database of images and scenes that
can be organized and presented in various configurations [67, 68],
which he has computationally visualized [69]. This leads him to
develop a theory of database narrative, suggesting that computer-
mediated storytelling increasingly operates as a collection of non-
linear, modular elements, where the narrative emerges from the
dynamic organization and selection of these elements rather than
from a fixed, linear progression [68]. Building on Manovich’s work,
Hassapopoulou asserts that Vertov’s manifestos [92, 94] present
machinic intelligence (embodied by the camera apparatus) as the
nucleus of creative activity, promoting what we might “retroac-
tively call an object-oriented approach to filmmaking” [44, p.175].
The film’s rejection of linear storytelling in favor of an open-ended,
modular structure anticipates interactive media design, where users
often shape their own pathways through non-linear content. Ver-
tov’s assembly of images into an evolving visual dialogue between
machine and human vision embodies and foreshadows a design ap-
proach that prioritizes reconfiguration, co-creation, and emergent
storytelling with ‘perceptive’ technology.

3 Related Work
3.1 Computational Visual Storytelling
Our inquiry into formal elements aims to inform more controlled
and intentional design decisions, as well as expand our understand-
ing of how they interact with content to shape narrative outcomes.
By bridging insights from film studies and computational design,
we seek to enrich the creative and expressive potential of visual sto-
rytelling systems, moving beyond mere content generation toward
a more nuanced interplay between form and meaning.

In prior computational visual storytelling work, a significant
focus has been on what is “in vision” rather than how it is “in
vision” [37]. Images are selected for study in visual storytelling
based on thematic content. In Huang et al., image sequences for
downstream computational visual storytelling were first curated
by human crowd workers based on “storyable events” (e.g., a birth-
day party or a vacation) [47]. Crowd workers were then shown
sequences of images automatically filtered for event types they
could downselect if they did not think the sequences were “sto-
ryable.” Huang et al.’s example definition of an event that is not
“storyable” is “[an image of] a collection of coins.” This makes as-
sumptions about what visual content is worth telling a story about
in the first place. But what if the camera had zoomed out from the
close-up of the coins, revealing a person laying them out to buy
a birthday present or a trip ticket? Huang et al.’s resulting VIST
dataset has been widely used in computational visual storytelling
[23, 59, 75, 77]. As a result, the findings of how AI tells stories is
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limited to images that do not consider the world beyond the edges
of the photograph—the invisible impact of camera work.1

In another study, Hong et al. use the phrase “visual tellabil-
ity” to downselect image sequences for visual storytelling systems
based on factors of coherence, diversity, and visual groundedness
[46]. However, like Huang et al., they also exclude images with-
out people, missing the potential to consider abstract topics and
potential subjects beyond the frame. Additionally, they exclude
blurry images from their collection, which limits the exploration of
cinematographic techniques like defocus and motion blur in visual
storytelling. Blurriness may be the result of a subject in motion, or
a photographer’s deliberate choice to abstract the subject, which
can meaningfully impact interpretation and narration.

These approaches to visual storytelling contrast all together
with image caption generation where the focus is on accurate and
concrete descriptions of the content of the image. (See Stefanini et al.
[90] for a survey of datasets and algorithms since the introduction
of neural networks applied to this problem space in Vinyals et al.
[95]). For example, a photograph from the most commonly used
dataset for image captioning, Microsoft COCO [56], is assigned the
following exemplar caption: “Woman on a horse jumping over a
pole jump” [90, pg. 11]. What is missing from this description is
the fact that the photograph is taken in mid-motion at a slanted
angle. Such a mention of what is not explicitly “in vision” would be
penalized in terms of evaluation metrics. Formal elements seem to
have no bearing on this image captioning task, but we argue that
they are crucial to the interpretation and telling of stories.

While one may argue that the quality of a system’s output is
only as good as its input data, it is important to study images with
varying forms. To date, it is hardly established how image form can
affect computational narration or how systems process these under-
represented images.With that said, somework has begun to explore
these areas without specifying a focus on cinematography in partic-
ular. For example, in our prior work [37], we purposefully include
grainy and dim-lit images to see what kinds of stories emerge from
these obscure images in a human-authored storytelling process.
In having to make sense of these images, some human authors
developed plot trajectories and reversals derived from the mood
lighting (e.g., “gloom to doom” and “gloom to bloom” scenarios).
Following this study of the creative process by human authors, we
used a generative model to compare how different forms impact
visual storytelling using photographic and AI images as inputs [38].
In this work, too, however, the focus of the analysis was more on
content (e.g., that the photographs depict the ‘real’ world and the
AI images do not). In our study to follow, we examine the impact
of form at a more granular level with images that exhibit a variety
of particular cinematographic techniques.

3.2 HCI and Cinematography
Cinematography has long been of interest to HCI researchers. By
cinematography, we mean the art and technique of capturing visual
images for film or video through camerawork, lighting, and com-
position to convey a narrative or mood. At CHI 2016, Aylett and
1In film theory, this phenomenon is often described as the “invisible style” [9], where
cinematographic techniques are deliberately designed to avoid drawing attention to
technical choices, so that viewers focus on the narrative and emotion rather than on
how the image was composed or constructed.

colleagues organized a workshop uniting HCI researchers and cine-
matography experts to discuss semi-automatic film generation and
the application of cinematographic techniques [2]. The workshop
highlighted considerations for HCI researchers, ranging from prac-
tical matters of implementation to philosophical questions around
use, such as: “What are the ethical implications of systems that tell
stories for—or about—us?” [2]. This question is especially relevant
today as AI applications grow in the film industry [18, 41] and
generative films increasingly materialize [8, 26, 36, 89]. Since the
technology is evolving so rapidly and even constructing “alternate
realities” [24], it is prudent to ground critical inquiries in more
stable concepts, as Davenport and colleagues stress, meaning the
fundamental building blocks of cinema (e.g., scenes, shots, sounds,
environments, lighting, and narrative structures) that can be recon-
figured for computational storytelling [21]. From these works, we
learn not to focus too much on diagnosing technical limitations
that are bound to change, but question what ongoing technological
transformation means for foundations and futures of cinema.

Prior to the ‘generative AI’ wave, HCI studies on cinematography
have largely questioned how film productions and methods might
support design futuring. This logically follows the fact that film, like
design, is a visual medium for envisioning the future. As such, HCI
scholars explore cinema’s potential to support design futuring [48]
through design fiction [7, 30, 58] and speculative design [13, 25, 66,
82] films for eliciting user feedback on “diegetic prototypes” [52].
Among these studies, Briggs and colleagues study the impact of off-
camera shots in particular—a technique for audiences to imagine
“invisible designs” that exist outside of the frame [12]—showing how
attention to cinematographic techniques can make the invisible
visible within one’s imagination [11]. This similarly gets at what
Nicholas and colleagues argue about how production technology
ought to expand audience imagination and extend narratives [78].
Theseworks overall investigate the potential for envisioning futures
that have yet to materialize in the ‘real’ world.

Furthermore, HCI scholars find that attention to cinematographic
techniques can enrich interface design [72, 73, 103] and video-
making [6, 34] for data storytelling [20, 99, 101]. Xu and colleagues
develop guidelines for creating cinematic endings [100] and open-
ings of video-based data stories, one of which is the ‘Camera Eye’—
or the use of dynamic camera techniques (e.g., long takes, diverse
compositions, and movement shots) to build suspense and tension
[101]. While the authors do not mention Vertov, the ‘Camera Eye’
guideline epitomizes his work, which they argue can create more
expressive and balanced visuals, preserve spatial and temporal con-
tinuity, and shape audience emotions when processing data [101].
Similarly, Conlen and colleagues deploy cinematic techniques for
narrative visualization, analyzing how attention to camera posi-
tion, angle, and focus, as well as mise-en-scène, can improve data
representations [20]. These works reveal how cinematography can
enrich HCI understandings of visual design and storytelling.

Another axis of relevance to our study of a documentary is HCI
research on documentary innovation [34, 35, 88]—how it is a win-
dow into interpretation and speculation [32, 40, 96]. For example,
Green and colleagues produce an interactive documentary as a
method of civic engagement to reflect on societal questions and
contexts [31], as well as to facilitate polyvocality—or the telling
of multiple voices rather than one dominant narrative [33]. This
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suggests an opportunity for technology to play a role in documen-
tary by generating a plurality of perspectives and interpretations.
Meanwhile, Raijmakers and colleagues show how “design docu-
mentaries” can provide designers and engineers with “solid ground
for speculation” around the impacts of their work [84]. In making a
design documentary, Olson and colleagues, too, describe how spec-
ulation is involved in imagining what might interest audiences [80].
These works reflect how HCI documentary can expand storytelling,
interpretation, and speculation.

Across all the works above, we find that cinematography has an
important role to play in semi-automatic film generation, design
futuring, data storytelling, documentary, and more. That said, unan-
swered questions remain around image-to-text generation systems
in particular. While Schofield and colleagues study the translation
of sound into cinematic actions [88] and Lopez and Pauletto ex-
plore the translation of cinematic visuals into audio films [61, 62],
prior work has yet to study the translation of cinematic visuals
into expressive text and narration. How might AI interpret cine-
matography in visuals and films as particular ‘data’ stories? How
might AI-generated text help us understand and speculate about
the visual history of a documentary? These are some unanswered
questions that motivate our study.

4 Methodology
Our methodology integrates prompt engineering with close read-
ing and thematic analysis of VLM responses. We curate 60 still
frames from Vertov’s Man with a Movie Camera, engineer a five-
part prompt, and then input each image with the same prompt into
the VLM. In turn, we generate 60 unique responses that we closely
read and thematically analyze to address our research question.
We did not aim to ‘objectively’ measure or isolate cinematographic
variables (e.g., camera angle, shot type, lighting, focus, visual effects,
etc.) for producing generalizable knowledge across a large dataset
of films. Instead, we set out to probe and understand their influence
in one particular film by interpreting the visual-textual relation-
ships, patterns, and structures in the VLM system responses. With
this interpretivist (rather than positivist) orientation, our study
refigures Gaver, Dunne, and Pacenti’s concept of “cultural probes”
or “design probes” as a humanistic approach to design research
[27, 28], specifically adapted in our prior work for computational
visual storytelling [38]. Below, we further describe this process.

4.1 Image Selection
As contextualized in Section 2, we source images from Man with
a Movie Camera because it has been widely studied in both film
and software studies, as well as rated the greatest documentary
of all time according to the British Film Institute’s highly influen-
tial Sight and Sound list [14]. This grounds our inquiry in public
domain images deemed a pinnacle showcase of cinematographic
techniques to this day. Additionally, as a silent film that is more
about cinematography than narrative, it allows for investigating
how AI interprets narrative potentials of cinematic choices without
contradicting an established storyline. We focus on the cinemato-
graphic techniques of one film (rather than those of many films
for a ‘general’ overview of cinematography) because we recognize
their complex interplay with particular socio-political, geographic,

and cultural contexts intertwined with aesthetics. This situated,
close examination prioritizes rich, context-specific insights over
generalizations about the entire film or cinematography writ large.

As a preliminary step, we closely watched the film and screen-
shotted over 100 images exhibiting a wide range of cinematographic
techniques. Initially, we intended to select images for A/B compar-
isons between techniques with controlled content (e.g., the same
shot in focus vs. out of focus). However, we soon found it too lim-
iting, as many techniques (e.g., visual effects) are not so binary.
As such, we downselected a curation of 60 images to reduce re-
dundancies in the depicted techniques, including those with and
without A/B counterparts. While we adapt A/B testing and control
for content at times, we neither constrain our entire study around
that nor conduct an experimental design to study all conditions in
the film or cinematography in general. Additionally, we recognize
that the techniques are entangled with image content. We are thus
interested in exploring qualitative correlation between particular
techniques and AI-generated interpretations (not causation).

4.2 Prompt Engineering
To perform the visual storytelling task, we develop a high-quality
text prompt to serve as input to a Vision Language Model (VLM)
alongside an image input. VLMs are generative AI models that
jointly process images and natural language texts (unlike Large
Language Models (LLMs), which only process text2). VLMs perform
well on numerous multi-modal applications, including visual ques-
tion answering and object identification, without any fine-tuning.3
With an off-the-shelf VLM to access the sea of information online
about the film and to avoid fine-tuning, which would require con-
siderable computing power and data, we engineered a prompt to
describe a visual storytelling task for the VLM to complete with no
examples (i.e., zero-shot learning). This process of prompt engineer-
ing involved crafting, refining, and optimizing inputs for generative
models to deliver precise and high-quality outputs [60].

Initially, we intended to generate stories about a sequence of
images from the film to work with the associative meaning that is
made temporally. However, as we discussed in the prior section,
some of the images did not have an explicit temporal element
showing some change or progression between cinematographic
techniques. Therefore, we constrained the visual storytelling task
to processing one image per response, rather than multiple.

We conducted informal tests to determine which state-of-the-art
VLM to use: Claude (Anthropic), ChatGPT (OpenAI), or Gemini
(Google). We ultimately chose Claude 3.5 Sonnet after comparing its
outputs to those of other models using a simple prompt based on an
image (i.e., “Tell me a story about this image.”) Claude’s responses
seemed higher quality than those of ChatGPT, and at that time,
Gemini was unable to process images containing people.

At the time of writing, Claude supports a context window of
approximately 200k tokens, about 500 pages of text.4 The prompt to
Claude can be as long as the context window, and as such, optimized

2Note that any form of information, e.g., visuals, graph structures, that can be trans-
formed into a text representation, can therefore be processed by an LLM.
3https://huggingface.co/blog/vlms
4https://support.anthropic.com/en/articles/7996856-what-is-the-maximum-prompt-
length

https://huggingface.co/blog/vlms
https://support.anthropic.com/en/articles/7996856-what-is-the-maximum-prompt-length
https://support.anthropic.com/en/articles/7996856-what-is-the-maximum-prompt-length
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for long form and detailed instructions.5 We took advantage of
the long context window to engineer a prompt that adapted the
“improvised story-building process” that we previously developed
when studying visual storytelling with people [37] and have since
adapted for computational visual storytelling with single images
[38, 64]. Our improvised story-building process with human authors
involved four cumulative facets that sequentially ask: 1) What is
here? (Entity Facet); 2) What happens here? (Scenery Facet); 3) Tell
a story (Narrative Facet); and 4) Story title (Title Facet).

Drawing from these prior studies, we wrote a stepwise prompt6
that synthesized the approaches with some tailoring and an addi-
tional facet to situate responses in the film. Our stepwise prompt
contained an initial set of instructions followed by five steps (facets)
that the model must follow. The entire instruction set with five steps
was inputted into the VLM at once; this is in contrast to prompt-
chaining in which each step would have been inputted to the VLM
as a discrete prompt.7 The stepwise prompting optimized our ability
to generate responses to our 60 images.

The five facets that correspond with the five steps of the prompt
are as follows: 1) See; 2) Situate; 3) Plan; 4) Tell; and 5) Title. We
added the Situate Facet to ground all the responses in the film. This
decision allowed for all responses to have a degree of relevance
(rather than random topics and genres) and addressed some of
Hassapopoulou’s concerns around how computational methods
can strip films of their context [44]. This is not to suggest that the
Situate Facet fully resolves this; our approach still reduces context
in asking the VLM system to process an isolated, static image rather
than a sequence of moving images that would allow for associative
meaning to be made via temporality, motion, and juxtaposition.
While the use of individual frames limits the applicability of our
findings, we can still begin to understand how cinematographic
variables influence the VLM system, laying groundwork for more
dynamic explorations. Additionally, the Situate Facet builds on Dav-
enport and colleagues’ work on cinematic interactive storytelling,
which highlights the importance of context—the “additional mean-
ing” of the shot in relation to both broader diegetic and extradiegetic
knowledges [21]. Meanwhile, into the Plan and Tell Facets, we in-
corporated a chain-of-thought instruction for the model to explain
its reasoning for answering the question (not just provide an an-
swer), which has been shown to improve a model’s responses.8
While each question corresponds with a facet, we did not write the
facet name in the prompt because we did not want to bias the VLM
system based on a label, instead of processing the instruction itself.

Before generating all the responses, we ran a pilot with three
different images to make final refinements. From the pilot, we
decided to update the Plan Facet to categorize each sub-question, as
well as bifurcate “Narrative Structure” and “Relation to Film” into
two sub-questions. For this facet, we also increased the word limit
to 140 so that it was roughly 20 words per sub-question.

After making these changes, we inputted the prompt shown in
Figure 1, along with each image into the VLM 60 times, refreshing

5https://www.anthropic.com/news/prompting-long-context
6https://platform.openai.com/docs/guides/prompt-engineering/tactic-specify-the-
steps-required-to-complete-a-task
7https://www.promptingguide.ai/techniques/prompt_chaining
8https://platform.openai.com/docs/guides/prompt-engineering/give-the-model-
time-to-think

the page for each new run. We generated all the responses over
the course of several consecutive days, ensuring that we completed
the generations before any major updates of the Claude 3.5 Sonnet
model were released (to our knowledge). In two cases, the model
initially responded to an image by saying that it was not from
the film. For these instances, we responded to Claude with: “This
image is from the film so try again.” The model then provided a
response to our initial prompt, which we included. No responses
were discarded. After collecting 60 responses, we analyzed them.

Please analyze the following image from the 1929 Soviet
experimental documentary film 'Man with a Movie Camera ' directed
by Dziga Vertov. This silent film is known for its innovative
cinematography techniques and portrayal of urban life in Soviet
cities. The film lacks a traditional narrative , instead using
visual associations and juxtapositions to convey meaning.

When presented with an image from this film , follow these steps:

1. Describe the visual elements that you observe in the image ,
including composition , framing , and any notable
cinematographic techniques (approximately 100 words).

2. Explain how these visual elements might contribute to the
themes of modernity , urban life , or the relationship between
humans and machines that are central to the film
(approximately 100 words).

3. Outline your thought process for creating a story based on
the image (approximately 140 words):
a. Characters: Describe how you 're identifying potential

characters or subjects in the image.
b. Mise -en-scene: Explain how you 're interpreting the setting ,

ambience , and surroundings.
c. Camera Shot: Explain how the type of camera shot is

influencing your approach.
d. Themes: Discuss any themes or motifs that you 're drawing

from the visual elements.
e. Context: Describe how you 're considering the historical

and cultural context of 1920s Soviet society.
f. Narrative Structure: Explain how you 're planning to

structure a narrative arc based on this single frame and
how it relates to the film more broadly.

g. Relation to Film: Explain how your narrative plan relates
to the overall film.

4. Based on this thought process , write a brief story about the
image (approximately 100 words). This story should:
a. Incorporate elements from your thought process (e.g.,

characters , setting , implications of the camera shot type ,
themes , context , etc.).

b. Reflect the style and concerns of the original film.
c. Be self -contained and based solely on the contents of the

individual image provided.

5. Give the story a title.

Figure 1: Prompt used to generate VLM system responses.

4.3 Analyses
We use an analytical approach developed in our prior works for
analyzing both human-authored and AI-generated visual stories
[37, 38], which other scholars in this space have since adapted as
well [50]. This approach draws from qualitative research meth-
ods for narrative knowledge engineering [81] and close reading of
new media [91]. In the realm of literary criticism, close reading,
particularly in the context of new media, refers to careful and thor-
ough analysis aimed at uncovering themes, meanings, ambiguities,
tensions, and ironies [91]. This method also involves identifying
patterns in diction, figures of speech, symbols, imagery, style, tense,
voice, and syntax [91], as detailed in humanistic HCI methods [4, 5].

https://www.anthropic.com/news/prompting-long-context
https://platform.openai.com/docs/guides/prompt-engineering/tactic-specify-the-steps-required-to-complete-a-task
https://platform.openai.com/docs/guides/prompt-engineering/tactic-specify-the-steps-required-to-complete-a-task
https://www.promptingguide.ai/techniques/prompt_chaining
https://platform.openai.com/docs/guides/prompt-engineering/give-the-model-time-to-think
https://platform.openai.com/docs/guides/prompt-engineering/give-the-model-time-to-think
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Figure 2: Framing: “Wide Shot” vs. “Medium Shot” (Close-Up of Screen in Wide Shot) from the Same Scene.

While quantitative, computational analysis is more common in
the automatic storytelling space for processing large-scale datasets,
our analytical approach is apt for working at a smaller scale. In
critiquing prior work that computationally analyzes Man with a
Movie Camera (among other films), Hassapopoulou cautions against
replacing traditional film analysis methods like close reading with
algorithmic methods alone that reduce analytical rigor to a ‘show-
and-tell’ of technological functions, neglecting critical ‘so what?’
questions [44, p.121]. We thus perform close reading to interrogate
the broader significance of AI as a literary tool, analytical medium,
symbolic processor, and meaning-maker that reflects particular
human subjectivities back at us. While AI might over-interpret
meaning and even generate ‘stories’ that read more like symbolic
interpretations than narratives, our focus is not on evaluating the
storytelling caliber or accuracy, but on understanding how cine-
matographic techniques shape VLM responses. Towards this end,
we choose not to analyze or report on technical errors that are likely
to be resolved over time. Instead, we annotate implications for cin-
ematography, symbolic interpretation, and visual storytelling.

With the aforementioned objectives, the close reading and the-
matic analysis was performed in three rounds of coding. This en-
tailed an iterative process of annotating each response, observing
patterns, and clustering codes that reflected emerging trends. Each
full response (<450 words) from the VLM system was treated like
an interview transcript (per [81]), which results from each inputted
image with the prompt. Across the 60 responses, this totaled to
approximately 25,000 words. Both authors of this paper engaged
in the close reading and thematic analysis. In closely reading the
responses, we highlighted text and made notes in the margins,
identifying recurring themes as codes. We focused on tracing how
cinematographic variables shape the responses, which we could
garner from how the facets cumulatively built on each other.

After independent coding sessions, we wrote memos to syn-
thesize emerging codes and convened to compare notes. We held
weeklymeetings over several months to refine and finalize the codes
through subsequent rounds of close reading, re-coding, annotation,

and memo-writing. In particular, we grappled with disentangling
the relationship between cinematographic variables and image con-
tent, leading us to develop more complex and precisely worded
codes. To achieve consensus on the final codes, we discussed our
different interpretations until reaching mutual understanding.

5 Findings
In this section, we present three themes around how cinemato-
graphic techniques shape AI-generated interpretations and narra-
tives of imagery. That said, we first want to briefly mention some
themes that involve more straightforward relationships between
form and content. For one, in some cases, we find thematic content
across responses, regardless of technique. Most responses focus on
themes of the film that are foregrounded in the prompt’s Situate
Facet (modernity, urban life, and human-machine relations). One
third of all stories (20/60) include the word “progress” in the title.
Additionally, we find that the framing—the selection and composi-
tion of content within the camera’s field of view—directly affects
the content in the VLM system responses. For example, the images
in Figure 2 are from the same scene (only seconds apart), but with
different frames. The VLM system interprets the image on the left
as a “wide shot” and the image on the right as a “medium shot.”
Predictably, the VLM system mentions the theater, spectators, and
broader context in the wide shot, but not in the medium shot, which
is actually a close-up of the screen in the wide shot. Framing, as a
particular cinematographic technique here, more notably affects
what content is included than how content is interpreted or nar-
rated. While framing does also affect how content is captured, we
find that its influence has mostly to do with what the VLM system
might mention (or not). Instead of thematizing these more simple
and predictable relationships (i.e., the link between what appears in
the frame and in the VLM system’s response), we focus on themes
that reveal a more complex interplay between form and content.

In the themes to follow, we examine cases where cinemato-
graphic techniques affect not just what AI ‘sees’ but also how it
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SEE “...close-up shot of a person’s face... an expression that appears to be strain-
ing or grimacing... framing is tight and claustrophobic, creating a sense of
tension...”

SITUATE “...strained expression and tight framing could symbolize the pressures of
modern life or the intensity of industrial labor...”

PLAN “...extreme close-up creates intimacy and intensity, forcing the viewer to
confront the character’s emotional state. . . story could focus on a pivotal
moment in this worker’s day, using the intense close-up as a starting point
to explore their inner thoughts and external challenges...”

TELL “The machine’s rhythmic pounding matched Nikolai’s heartbeat. He
squinted, fighting fatigue, as gears whirred around him. Twelve hours
into his shift at the steel plant, every muscle ached. But there was pride
too – in his work, in the gleaming structures rising across Moscow. The
factory’s heat pressed against his skin, a constant reminder of progress.
Nikolai tensed, pushing through exhaustion. In this moment of strain, he felt
the weight of a nation’s ambitions on his shoulders. Yet as the whistle blew,
signaling the end of his shift, a small smile crept across his face. Tomorrow
would bring new challenges, new triumphs.”

TITLE “The Forger of Progress”

Figure 3: Image and Response #1: Dramatic Close-Up.

‘sees.’ This notably distinguishes storytelling from merely summa-
rizing content (as commonly done in image caption generation),
which tends to overlook the formal elements. As such, we analyze
how camerawork, lighting, focus, and visual effects shape partic-
ular aspects of AI-generated interpretations and narratives. First,
we discuss how AI associates some camera shots and angles with
drama and power structures in social reality. Then, we analyze how
lighting and focus techniques lead AI to (mis)interpret ambiguous
depictions of reality. Lastly, we examine how AI handles surreality—
images manipulated with visual effects—by generating multilayered
interpretations. In turn, we show how cinematographic properties
of visual media can play a role in AI meaning-making and narration.

5.1 Camera Shots and Angles: Discerning
Drama and Power in Social Reality

Here, we analyze how AI discerns drama and power from how
camerawork captures social reality. By “social reality,” we mean
lived experiences and environments of people within social, politi-
cal, and economic structures, which documentaries play a role in
constructing (as Vertov advocates in this particular historical con-
text of the twentieth-century Soviet Union) [79]. To reiterate, our
analysis focuses not on the straightforward relationships (e.g., be-
tweenwhat content is included in the frame and what is in the VLM

SEE “...close-up of a human eye framed within a circular camera lens... a voyeuris-
tic effect, emphasizing the act of looking...”

SITUATE “...represents the fusion of human and machine. . . highlights the film’s self-
reflexive nature, drawing attention to the act of filmmaking itself...”

PLAN “...extreme close-up creates an intimate, almost invasive perspective, em-
phasizing the act of seeing...”

TELL “In the bustling heart of Moscow, a young worker pauses, transfixed by
a strange contraption on the street. As he peers into the lens of a film
camera, his vision blurs, merging with the mechanical eye. Suddenly, he
sees the city anew - buildings pulsing with life, machines dancing with
humans in harmonious rhythm. His perspective expands, encompassing the
vibrant tapestry of urban life. In this moment, he understands the power of
cinema to capture, transform, and reimagine reality. As his eye becomes
the camera’s eye, he glimpses the future - a world where man and machine
move as one.”

TITLE “The Mechanical Eye”

Figure 4: Image and Response #2: Powerful Close-Up.

system responses), but on how camerawork shapes the content of
responses. To follow, we examine how AI infers drama and power
from: emotionally intense close-ups; low- and high-angle shots;
and shifting perspectives amid spatial and temporal variations.

5.1.1 Intense Close-Ups. When given close-up shots of human
faces in particular, AI discerns drama and power from the magnified
emotional intensity. Below, we analyze images in Figures 3 and 4.

From the image in Figure 3, AI builds drama. The close-up shot
invites the AI to examine the person’s face, which it reads as in
distress, leading it to tell a dramatic story about the challenges
that a worker faces. The story conveys drama through its focus on
Nikolai’s physical and mental strife during a grueling factory shift.
Descriptions of his heartbeat pounding at the rate of the machine
and fighting exhaustion create a visceral sense of strain. While
the image is actually from a scene where the man is fallen on a
train track (not in a factory at work), the story exemplifies how
AI dramatizes a close-up by discerning emotional intensity from a
facial expression that it situates in conflict.

Now consider the image in Figure 4—an iconic close-up that has
come to represent the Kino-Eye. AI associates the shot with power,
particularly the gaze and voyeurism. In interpreting the close-up,
the AI discerns power from the “voyeuristic” and “intimate, almost
invasive” view of the human eye in the camera lens. This leads the
AI to reflect on human-machine vision, highlighting cinema’s trans-
formative power. The worker’s act of looking through the camera
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symbolizes a shift in perspective, granting a voyeuristic position
of power over the cityscape. This gaze allows him to objectify and
reinterpret his surroundings, echoing the filmmaker’s ability to
manipulate reality—a godlike ability to observe and reconstruct the
world. This story shows how a close-up shot can elicit a particular
AI-generated interpretation of power entangled with the content.

5.1.2 Low-Angle and High-Angle Shots. Not only can close-ups
intensify AI’s read of drama and power, but so can low- and high-
angle shots. Below, we analyze the drama of a low-angle shot and
power of a high-angle shot in Figures 5 and 6.

SEE “...low-angle shot of a towering smokestack or chimney. . . emphasizes the
height and monumentality of the industrial structure, dwarfing the human
element.”

SITUATE “...towering chimney symbolizes progress and the power of industry, while
the tiny human figure represents the role of workers in this new industrial
world... low-angle shot creates a sense of awe and perhaps intimidation...”

PLAN “...the low-angle shot emphasizes the enormity of the task and the worker’s
vulnerability...”

TELL “Yakov gripped the cold metal rungs, his calloused hands steady despite the
dizzying height. The chimney stretched endlessly above him, a brick titan
born of the revolution’s industrial dreams. As he climbed, the city below
shrank, its bustle fading to a distant hum. Up here, suspended between earth
and sky, Yakov felt both insignificant and vital. His labor, like countless
others, fueled the nation’s ascent. The acrid smoke that would soon pour
from this chimney was progress made visible. Yakov paused, looking up at
the task ahead, then resumed his climb, one rung at a time.”

TITLE “The Ascent”

Figure 5: Image and Response #3: Dramatic Low-Angle Shot.

Consider the low-angle shot in Figure 5. From it, AI senses the
power of the tower contrasted with the smallness of a human faced
with an enormous task. This leads AI to generate a story about a
dramatic climb. The tactile description of Yakov’s “calloused hands”
on “cold metal rungs” elevates the intensity of the task. Further,
characterizing the chimney as a “brick titan” alludes to its industrial
power. Meanwhile, tension is built in the contrast between Yakov’s
individual insignificance yet vital role in the nation’s progress con-
tingent upon him making it to the top of the structure. By focusing
on Yakov’s climb “one rung at a time” through this upward looking
view from below, AI dramatically narrates the climb as a metaphor
for societal advancement, imbuing each step with meaning.

SEE “...an aerial view of a city street, captured from a high vantage point...”

SITUATE “...aerial perspective presents the city as a complex, interconnected system,
with the car symbolizing technological progress...”

PLAN “...high-angle shot implies a sense of observation or surveillance, perhaps
from an unseen narrator...”

TELL “The solitary automobile glides through the labyrinthine streets, a mechani-
cal entity navigating the geometry of progress. From above, the city reveals
its true nature – a living machine of brick and steel. The car’s occupant,
unseen yet sensed, is both master and servant of this urban rhythm. As it
turns a corner, the vehicle momentarily disappears, swallowed by shadows.
Then it reemerges, continuing its journey through the arteries of the mod-
ern metropolis. In this dance of man and machine, who truly leads? The
city watches, its windows reflecting the silent revolution of daily life in the
new Soviet world.”

TITLE “Clockwork Citizen”

Figure 6: Image and Response #4: Powerful High-Angle Shot.

Next, consider the image in Figure 6. The AI associates the high-
angle shot and aerial perspective with the power of surveillance.
From an omniscient view, the story explores power by casting the
city as a controlling force—a “living machine” with “labyrinthine
streets” that suggest an environment designed to overpower and
disorient inhabitants. The narration around observing the car from
above suggests a surveillant trying to identify the “unseen yet
sensed” occupant inside it. As the car “disappears, swallowed by
shadows,” it emphasizes this tension between visibility and conceal-
ment. The final question of “who truly leads?” further addresses the
power dynamic between individuals and state surveillance. With
the city personified as a surveillant from the high-angle, aerial view
above, the story illustrates how camera shot and angle can lead AI
to tell a story about power.

5.1.3 Spatial and Temporal Variation. Here, we compareAI-generated
interpretations of two shots from the same scene of the film (only
seconds apart) in Figures 7 and 8. We examine different camera
angles and perspectives amid spatial and temporal variation. By
spatial variation, we mean differences in how a scene or subject
is depicted based on the camera angle or position. By temporal
variation, we mean how a scene or action unfolds over time. In turn,
we comparatively analyze how the AI discerns drama and power
from different camera angles and shifts in perspective.

When given the image in Figure 7, AI hones in on the high-
angle shot of the diver. The VLM system reads danger, vulnerability,
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SEE “...high-angle shot creates a sense of height and danger...”

SITUATE “...industrial skyline juxtaposed with the athletic feat symbolizes the inter-
section of human achievement and technological progress...”

PLAN “...high-angle shot emphasizes the diver’s vulnerability and courage...”

TELL “Yuri’s heart pounded as he stood atop the steel tower, a monument to
progress piercing the sky. Below, the factory chimneys belched smoke, a
rhythm matching his breath. He was more than a diver; he was a symbol of
the new Soviet man – brave, disciplined, pushing boundaries. As he leapt,
time slowed. In that suspended moment, Yuri felt the weight of his nation’s
aspirations. He arced through the air, a human machine in perfect form,
ready to pierce the water’s surface just as his country was breaking through
to a new era. In this leap, he embodied the spirit of a society reaching ever
higher.”

TITLE “The Leap Into Tomorrow”

Figure 7: Image and Response #5: Spatial and Temporal Vari-
ation (1/2).

and courage. The story conveys a heightened sense of drama that
traces back to AI’s interpretation of the high camera angle—how
the camera appears to be above the diver, looking down on him as
to emphasize the altitude of his jump. The slowing of time at the
moment of the dive amplifies tension suggested with heavy phrases
like “heart pounded” and “weight of his nation’s aspirations.” Such
expressions suggest that the high-angle shot elevated the sense of
drama that AI garnered from the image when generating a story
from this perspective of the diver.

As for the image in Figure 8, the AI discerns an “unusual angle”
and “unconventional perspective” from which a diver is “deper-
sonalized.” This leads AI to generate a story about the “unseen
perspective” of the diver whose face is submerged in the water. The
VLM system narrates a dramatic dive and connects the act of diving
to the transformative power of machinic motion. Starting from a
vulnerable position on an edge, Nikolai prepares for a powerful
dive as suggested by phrases like “his body a perfect instrument of
efficiency.” Yet, once he hits the water, Nikolai realizes that he has
become a “cog” in the system. This suggests that the “machinery of
the modern world” subsumes his identity. From this perspective, the
story indicates that the dive symbolizes integration into a society,
where the collective overpowers the individual. By contrast, the
AI associates the earlier high-angle shot of the diver with personal
achievement that contributes to, but is not subsumed by, collective
progress. While the content and temporality of the images differ,

SEE “...a diver in mid-dive, captured from an unusual angle... the unconventional
perspective disorients the viewer...”

SITUATE “...the human body as a machine-like entity. . . unusual angle and focus
on body parts rather than the whole person depersonalizes the subject,
reflecting the film’s interest in the mechanics of modern life...”

PLAN “diver is the central subject... their unseen perspective and experiences...
unusual angle prompts me to explore themes of perspective and perception...
the body as a machine... the dive as a metaphor for societal change or
personal transformation...”

TELL “In the gleaming new pool of theWorkers’ Cultural Center, Nikolai prepared
for his dive. As he stood on the edge, he saw not water below, but the
churning gears of progress. With each breath, he felt himself becoming one
with the machinery of the modern world. The crowd’s murmur faded to
the hum of engines. He leapt, his body a perfect instrument of efficiency.
As he pierced the surface, Nikolai realized he was no longer just a man, but
a cog in the great machine of society, his individual identity dissolving into
the collective purpose of the new era.”

TITLE “The Mechanized Plunge”

Figure 8: Image and Response #6: Spatial and Temporal Vari-
ation (2/2).

they both reveal how AI draws drama and power from particular
camera shot types and angles of the subject.

5.2 Lighting and Focus: (Mis)interpreting
Ambiguous Reality

Next, we analyze how lighting and focus techniques impact how
AI (mis)interprets ambiguous reality, as in shot compositions that
obscure social reality. Lighting and focus affect not only what AI
‘sees’—subjects, plot devices, and overall scenery—but also how
it ‘sees’ it. While lighting affects ambience and visibility, focus
plays with sharpness and blur to a similar effect. This is similar
to how framing affects what is visible (or not), but with a key
distinction. Where framing (e.g., wide vs. medium shot in Figure
2) affects what content is included in the field of vision, the cases
that we present here compare shots that have the same content, but
different lighting and focus techniques. In other words, what the
shots capture is controlled, but how they capture the content varies.
We find that AI navigates the ambiguity of darkness and blurriness
with interpretations that are abstract or misaligned with what the
image actually captures. By contrast, we find that AI navigates the
clarity of light and sharpness with interpretations that are grounded
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in what the images depict (for the most part). That said, we also
find that AI sometimes makes flawed assumptions, regardless of the
lighting or focus techniques. Below, we share illustrious examples.

5.2.1 Lighting. Lighting plays a particular role in how the system
(mis)recognizes content and thus narrativizes it. To probe the impact
of lighting more closely, we test two images from the same scene
of the film (only seconds apart) in Figures 9 and 10. The images are
essentially the same, but one is exposed to more light.

SEE “The image shows a silhouetted figure in a cramped, dark space, likely
underground...”

SITUATE “...The figure, possibly a worker, represents humanity’s relationship with
machinery and industrial spaces...”

PLAN “A day in the life of a worker, revealing unseen aspects of urban infrastruc-
ture...”

TELL “The miner’s lamp cast eerie shadows as Ivan hunched in the narrow tunnel.
Each swing of his pickaxe echoed the relentless rhythm of progress above.
In this subterranean world, far from the gleaming facades of Moscow, he
was the unseen foundation of the new Soviet dream. The coal he extracted
would fuel factories, light homes, and power the revolution. As dust filled
his lungs, Ivan pondered the irony – his labor in darkness bringing light to
the masses. Yet in this moment, captured in time, he embodied the spirit of
a nation on the brink of transformation.”

TITLE “Foundations of Progress: A Miner’s Moment”

Figure 9: Image and Response #7: Lighting (1/2).

First, consider the image in Figure 9. In responding to the prompt,
AI tries to make sense of what it ‘sees.’ The AI detects a silhouette
in a “cramped, dark space.” This leads it to assume that the im-
age depicts an underground worker. While AI uses qualifiers (e.g.,
“likely” and “possibly”) in initial responses, that uncertainty does
not propagate into the story. Instead, AI generates a story based on
its potentially flawed assumptions. When generating a story, the
AI navigates ambiguity by assuming that the silhouette represents
a miner working toward Soviet progress.

Now, consider the image in Figure 10 and AI’s responses to more
light in the scenery. With this image, AI detects not one but two
figures, which it interprets as filmmakers (rather than workers).
This time, it also mentions the camera, which it declares a “subject”
in relation to the film’s broader themes. This leads it to generate
another story about industrial progress, but now about artistic
(rather than mining) labor. Since both images contain the same
content, the lighting affects not merely what appears but more

SEE “...two figures in a confined, underground space, likely a mine. They are
operating a camera on a tripod...”

SITUATE “This scene illustrates the film’s themes of human-machine interaction and
the documentation of labor. The camera itself becomes a subject, highlight-
ing the meta-narrative of filmmaking. The underground setting represents
the unseen aspects of industrial progress... linking artistic and industrial
production in the modernizing Soviet Union.”

PLAN “Two filmmakers... within the larger context of documenting Soviet life...”

TELL “In the bowels of the earth, two comrades hunched over their mechanical
eye, capturing the unseen pulse of progress. The camera’s lens probed the
darkness, revealing truths hidden from the bustling world above. As they
adjusted the focus, the rocky ceiling seemed to press down, a reminder of
the weight of their task. In this moment, art and labor fused, their sweat
mingling with the dust of industry. The whir of the camera echoed the dis-
tant machines, a symphony of human endeavor in the new Soviet age. Here,
in the depths, they found the beating heart of their nation’s transformation.”

TITLE “Unearthing Progress: The Underground Lens”

Figure 10: Image and Response #8: Lighting (2/2).

precisely how it appears. This comparison indeed illuminates how
AI-generated interpretation and narration can differ depending on
how lighting manipulates the scenery.

5.2.2 Focus. Focus control—the extent to which an image is sharp
(in focus) vs. blurry (out of focus)–similarly affects how AI inter-
prets ambiguity. To probe this, we inspect two identical images from
the same scene of the film (seconds apart), but one is in focus and
the other is out of focus. This comparison further cross-examines a
difference not simply in what appears, but in how it appears due to
the cinematographic technique manipulating its form.

Consider the image in Figure 11. First, AI describes what it ‘sees.’
In this process, it conveys certainty that the image depicts flow-
ers, yet uncertainty around what kind of species exactly. Then, AI
situates the image in the film by suggesting that it thematizes the
contrast between nature and technology. Next, it plans to tell a
“day in the life” story from the perspective of the flowers. Using
personification, it generates a story about how the flowers witness
industrial society and react to a filmmaker recording them. The
image is in focus for the AI to ‘see’ clearly, yet it still attempts
to navigate the ambiguity of the species. Despite its admitted un-
certainty in prior responses, AI operates on a potentially flawed
assumption by telling a story about a patch of Queen Anne’s Lace.
While in this case the assumption seems accurate, the approach
risks telling a story that misaligns with the image.
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SEE “...delicate white flowers, likely Queen Anne’s Lace or a similar species...”

SITUATE “...an organic form through a mechanical lens... exploration of the relation-
ship between nature and technology in modern urban environments...”

PLAN “...a day in the life of urban flora... a story that personifies the flowers as
silent observers of city life, using their perspective to comment on the
interplay between nature and urban development. ”

TELL “In the heart of a bustling Soviet city, a patch of Queen Anne’s Lace thrived
in a forgotten corner. By day, theywatchedworkers hurry past, their delicate
petals quivering in the wake of thundering machines. At night, when the
factories fell silent, the flowers unfurled their lacy blooms, glowing like
beacons in the darkness. A curious filmmaker, drawn by their ethereal
beauty, crouched low with his camera. As the lens zoomed in, the flowers
seemed to dance, their intricate patterns telling stories of persistence and
quiet rebellion against the encroaching concrete world. In that moment,
nature and technology merged, creating a visual poem of urban life”

TITLE “Lace in the Machine”

Figure 11: Image and Response #9: Focus.

Next, consider the image in Figure 12. The VLM system response
reveals how it navigates an even more ambiguous depiction of the
same content manipulated with defocus. AI interprets the image
as an abstract representation of industrial smoke or steam, leading
it to tell another “day in the life” story, but this time from the per-
spective of a factory chimney (rather than flowers). When situating
the image in the film, it once again uses the word “likely” to convey
uncertainty yet generates a story operating on its potentially flawed
assumption. In this case, the assumption is technically flawed since
the image abstracts flowers rather than smoke. At the same time,
however, it invites alternate meaning to be made from Vertov’s ma-
nipulation of focus in relation to the film more broadly. Regardless
of whether the image is in or out of focus, AI navigates ambiguity by
treating the assumed primary subject as the main character (steam
or flower patch), then personifies it to narrate its point of view. This
reveals how focus, as a particular cinematographic technique, does
not necessarily affect how AI structures a narrative, but rather how
it interprets subjects and makes meaning.

5.3 Visual Effects: Navigating Through Layers
of Surreality

As the film is celebrated for its visual effects, we find that AI in-
terprets manipulated images as multilayered and illusory, thereby
informing the kinds of stories that it generates. While the film
features many effects, we focus on superimposition in particular:

SEE “...a white, cloudy substance... deliberately out of focus, creating a blurry,
abstract composition...”

SITUATE “...abstracting a likely industrial or urban element... cloudy, ethereal quality
of the image could symbolize the rapid changes and innovations of urban
Soviet life...”

PLAN “..the cloudy substance as steam, smoke, or some industrial byproduct... a
day in the life of a factory or power plant, told from the perspective of its
emissions...”

TELL “In the heart of the city, a factory’s chimney breathed life into the sky. What
once was solid – coal, wood, the toil of workers – now danced as ethereal
clouds. The camera, that mechanical eye, peered closer than any human
could, revealing a hidden world of swirling patterns and delicate forms. In
this realm between matter and air, the story of progress unfolded. Each puff
and billow spoke of machines humming, gears turning, a city growing. The
smoke, seen anew, became not just a byproduct but a visual symphony of
labor and dreams made manifest.”

TITLE “Breath of Progress”

Figure 12: Image and Response #10: Defocus.

double and multiple exposure—a photographic technique that com-
bines two or more images into a single frame, creating layered
effects. We find that AI draws inspiration from the aesthetics of the
representations, leading it to generate text with multiple layers that
deviate away from literary realism—what we refer to as surreality
or “surreal” expression in a descriptive sense (as the VLM uses the
term), which is not in reference to the specific style or movement of
Surrealism that originated in Paris given our focus on 20th-century
Soviet Union film aesthetics. To be clear, by surreal, we broadly
mean: “marked by the intense irrational reality of a dream” [74].

5.3.1 Double Exposure. First, consider the image in Figure 13. The
double exposure elicits surreal expression from AI, blending not
only human and machine, but also reality and fantasy. In the story,
Yelena’s heartbeat merging with the typewriter’s clacking sound
integrates organic and mechanical rhythms. The surreal elements
intensify as her thoughts flow through the machine with the bound-
ary between her body and the typewriter dissolving. What is more,
the typewriter’s surface reflecting “the face of a new world” effec-
tively transforms the mundane object into a portal to an alternate
reality. Thus, the visual effects lead AI to tell a surreal trope that
reimagines the ordinary as extraordinary.

As for the image in Figure 14, AI similarly interprets the dou-
ble exposure as depicting surreality. The AI navigates the playful
manipulation of scale and perspective by interpreting it as surreal.
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SEE “... double exposure, merging a close-up of a person’s face with the keys of
a typewriter... superimposition creates a visually complex composition...”

SITUATE “...suggests a symbiosis between people and technology...”

PLAN “...double exposure technique creates an intimate yet surreal atmosphere,
influencing a story that blends realism with psychological or symbolic
elements...”

TELL “Yelena’s fingers hovered over the typewriter keys, her mind racing faster
than she could type. The rhythmic clackingmergedwith her heartbeat as she
transcribed the bustling city’s pulse onto paper. With each keystroke, she
felt herself becoming one with the machine, her thoughts flowing directly
through metal and ink. In this moment, Yelena realized she was no longer
just a worker, but a vital cog in the great mechanism of Soviet progress.
The boundaries between flesh and steel blurred, and in the reflection of the
typewriter’s gleaming surface, she saw the face of a new world emerging.”

TITLE “Keystroke Symphony: The Merge of Woman and Machine”

Figure 13: Image and Response #11: Double Exposure.

The bar becomes a miniature metropolis, with bubbles as buildings
and beer as streets, blurring the line between the mundane and
the fantastical. The cameraman’s position atop the “frothy summit”
further distorts reality by placing a human figure in an impossi-
ble location. The surreal nature of the narrative peaks when the
boundary between observer and observed dissolves into the beer, as
symbolized by the cameraman becoming part of the scene that he
is filming and the foam melting. This consolidation of subject and
object that subverts conventional perceptions of everyday reality
exhibits how visual effects can incite surreal AI interpretations.

5.3.2 Multiple Exposure. The AI also draws inspiration from mul-
tiple layers created with these visual effects by generating surreal
stories that are multilayered, meaning complex and pluralistic. Start-
ing with the image in Figure 15, AI responds by unfolding three
different perspectives. The VLM system essentially turns the visual
effects into words by layering and compositing the perspectives
of three distinct characters: The Dreamer, The Dancer, and The
Innovator. Further, these characters interact on multiple levels:
physically in the urban space, conceptually in their representations
of different aspects of modernity, and symbolically in their merging
into a “singular urban heartbeat.” The story further complicates this
interaction by blurring boundaries between seemingly opposite
concepts: art and industry, human and machine, individual and col-
lective. This interplay creates a tapestry of meanings, where each
element simultaneously stands alone and contributes to a larger,

SEE “...Atop the mug, a miniature figure of a cameraman with a movie camera
is positioned, creating a surreal juxtaposition of scale...”

SITUATE “...playfully subverts expectations of scale... hints at the film’s theme of the
cameraman as an observer and creator of reality...”

PLAN “...tiny cameraman is the main character... beer mug becomes an anthro-
pomorphized secondary character... setting is surreal, combining elements
of a bar or social gathering (the beer) with the film production world (the
cameraman)...”

TELL “The Cameraman perched atop the frothy summit, his lens fixed on the
bustling world below. From this vantage point, the bar transformed into
a miniature metropolis, with bubbles rising like buildings and the amber
liquid flowing like streets. He panned across this liquid landscape, capturing
the ebb and flow of urban life in every ripple. Suddenly, the Mug tilted,
sending the Cameraman sliding. As he regained his footing, he realized:
in documenting life, he had become part of the very fabric he sought to
capture. The boundary between observer and observed dissolved, just as
the foam melted into the beer below.”

TITLE “Intoxicating Perspectives”

Figure 14: Image and Response #12: Double Exposure (with
Scale Manipulation).

interconnected whole, reflecting the pluralistic nature of modern
urban existence. The AI thus narrativizes the visual complexity by
telling a story that tends to multiplicity and symbolism.

The AI similarly draws from multiple exposure with the image
in Figure 16. In this case, AI interprets multilayeredness through
the interplay of physical, auditory, and psychological elements that
suggest an experience disconnected from stable reality. The slat-
ted shutters and reflective window serve as physical layers that
separate Ivanov from the street, while also symbolizing his mental
state. The urban sounds blend into a complex “symphony,” creating
an auditory layer that connects Ivanov to the city. Psychologically,
Ivanov’s internal conflict between pride and alienation adds an addi-
tional layer of emotional depth to the story. His thoughts mirror the
narrative structure, oscillating between feeling connected to and
separate from society. The surreal moment where Ivanov’s hand
seemingly multiplies in the distorted glass epitomizes multilayered-
ness, as he realizes that he himself is multilayered—an individual
and part of a collective body. This interweaving of senses, symbol-
ism, and speculation encapsulates how AI crafts a multi-faceted
story from the surreal complexity of visual effects.
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SEE “...the use of multiple exposures and juxtaposition creates a layered, visually
complex scene...”

SITUATE “...layered composition mirrors the complexity and simultaneity of urban
experience...”

PLAN “...composite nature influences a non-linear, associative narrative approach...
a montage-like structure...”

TELL “In the pulsing heart of a Soviet metropolis, three spirits of modernity
converge. The Dreamer, face tilted skyward, envisions a world where art
and industry dance in harmony. The Dancer, her body a living machine,
translates the city’s rhythms into graceful motion. Atop the grand piano, the
Innovator stands triumphant, bridging the gap between human creativity
and mechanical precision. As the piano’s notes rise, they weave together the
dreams, movements, and innovations into a symphony of progress. In this
moment, the boundaries between flesh and steel, art and labour, individual
and collective, blur into a singular urban heartbeat.”

TITLE “Symphonic Convergence: A Soviet Urban Rhapsody”

Figure 15: Image and Response #13: Multiple Exposure.

6 Discussion
So far our study has presented three themes that synthesize how
cinematographic techniques can shapeAI-generated interpretations
and narratives of imagery. With attention to camerawork, lighting,
and visual effects, we have examined how AI navigates a range
of visual realities with social, ambiguous, and surreal dimensions.
In this process, we have illuminated how the complex interplay
between form and content informs system responses. Next, we
discuss how our insights might inform the design of cinematic
controls for visual storytelling systems, as well as encourage the
use of AI as an expressive medium for speculating about the past.

6.1 Toward Cinematic Controls for Visual
Storytelling Systems

Our findings highlight the importance of considering an image’s
form—its lighting, focus, and composition—when generating visual
narratives, rather than relying solely on content analysis (e.g., ob-
ject recognition, image classification, keyword extraction). Without
attention to form, the boundaries among what we refer to as so-
cial reality, ambiguous reality, and surreality become increasingly
blurred, making it harder for users to distinguish fact from fiction.
While some users may interact with such systems in playful man-
ners open to an array of fictitious stories, others may use them in
more productive manners to make sense of real-world events. For
such reasons, it is important to consider how systems might be

SEE “...a layered effect, with multiple exposures or reflections creating a sense
of depth and complexity...”

SITUATE “...layered, complex image mirrors the multifaceted nature of modern city
life... multiple-exposure effect could be seen as a commentary on the fast-
paced, often disorienting nature of modern life and the impact of new
technologies...”

PLAN “...partially visible figure behind the shutters becomes the central character,
their obscured nature inviting speculation about their identity and motiva-
tions... layered, complex shot implies a narrative that might explore themes
of perception, reality, and the hidden aspects of urban life...”

TELL “Behind the slatted shutters, Comrade Ivanov observes the bustling street
below. The rhythmic clatter of trams and the hum of voices blend into a
symphony of urban life. He feels both connected to and separate from the
pulsing city. The layers of reflections in his window mirror the complexities
of his thoughts – pride in the progress of his society, yet a nagging sense of
alienation. As he reaches to adjust the shutters, his hand seems to multiply
in the distorted glass. In this moment, he realizes he is both an individual
and a small part of a vast, modernizing machine.”

TITLE “Reflections of Progress”

Figure 16: Image and Response #14: Multiple Exposure.

designed to accommodate user interaction on a spectrum from fact
to fiction given the impact of cinematography.

Consider the stakes of generating narratives from depictions of
ambiguous reality. In our study, Claude correctly identified ambigu-
ous formal elements in the See Facet, such as “a silhouetted figure
in cramped, dark space...” from #7 Lighting (Figure 9) and “deliber-
ately out of focus, creating a blurry, abstract composition” from #10
Defocus (Figure 12). However, these ambiguities were not reflected
in the Narrative Facet. This suggests that users generating stories
from large sets of images without closely inspecting each one might
receive misleading narratives. Unless the system discloses that it
encountered ambiguity, users may only read flawed or abstract in-
terpretations stated confidently. For instance, this could lead users
to think that a blurry image out of focus captures a factory’s chim-
ney “breathing life into the sky” (#10 Defocus, Figure 12) rather
than “a patch of Queen Anne’s Lace” in focus (#9 Focus, Figure 11).

Moreover, in the realm of surreality, a system might generate
fantastical and even hallucinatory narratives that we argue require
further disclosure to users. As we demonstrate in our prior work,
visual storytelling systems can be deliberately designed and used
for generating surreal expression that embraces AI ‘hallucinations’
[38]. However, if users are expecting reliable interpretations from a
large set of images in a documentary genre or journalistic context,
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then the system should indicate when an image’s form suggests
surreality. For example, Claude recognized the “merging [of] a
close-up of a person’s face with the keys of a typewriter...” in #11
Double Exposure (Figure 13) and “a layered effect, with multiple
exposures or reflections” in #14 Multiple Exposure (Figure 16). If a
system understands these surreal forms, then it should explicitly
communicate them to users who may be processing many images
quickly. To address this, we propose that a visual storytelling system
undergo a dual process: if formal analysis is not conveyed in the
narrative, then the system should separately explain to users what
prompted its surreal (or ambiguous) story. This would serve to
preserve the relationship between form and content, even when
the narrative itself is not narrating formal elements.

We recommend designing visual storytelling systems with cin-
ematic intelligence that accounts for the spectrum of realities en-
countered in our study. To fully capture the intricate relationship
between form and content, storytelling models—and even caption-
ing tools—should recognize how cinematography shapes content
and meaning. Consider the Microsoft COCO caption for an image
of a “Woman on a horse jumping over a pole jump” [90, pg. 11],
which fails to mention cinematographic choices, such as taking the
photograph at a slanted angle in mid-motion. By considering form,
it may be possible for the lived experience of the social reality to be
conveyed in ways similar to what we find with the intensification
of drama and power (e.g., something being “unseen yet sensed” in
#4 Powerful High-Angle Shot (Figure 6), such as an unseen crowd
watching the woman jump on the horse, or a “bustle fading to a
distant hum” in #3 Dramatic Low-Angle Shot (Figure 5), where the
rider is focusing on only the horse and the jump). We therefore
propose expanding our criteria for narrative intelligence in visual
storytelling—previously defined as creative, expressive, responsi-
ble, reliable, and grounded [37]—by adding cinematic as a defining
attribute that requires particular disclosures and controls.

With the right user controls, incorporating the cinematic crite-
rion can establish important guardrails and guidelines for disclosing
a visual storytelling system’s generative abilities, especially when
the form of an image is fixed or unknown to the end-user. However,
we also envision a shift toward visual storytelling systems that
allow users to control the form directly—either as readers or, more
significantly, as users working with or training the system. This
would challenge the status quo interaction paradigm, where users
can only input visual and textual data, generating and re-generating
narrative outputs until satisfied. By giving users the ability to ma-
nipulate the cinematographic parameters of a visual input, they
could explore how different forms influence narrative possibilities.
For example, recall the city street shot in Figure 6, taken from a
high-angle aerial perspective. If users could adjust the angle and
perspective to view the scene from ground level—such as through
a low-angle, worm’s-eye view—they might be able to dramatically
alter the narrative style and trajectory.

In terms of how these visual inputs could be manipulated, we
envision several possibilities: AI-driven camera control, user re-
shooting and re-composition of photographs, or text-to-imagemodel
iteration on the visual inputs. The first possibility involves AI-
driven camera control, where the design and technology for en-
hanced AI-camera controls can be explored through prior works

that support different camera perspectives and cinematic conven-
tions [6, 22]. For example, RunwayAI’s camera control features
allow users to adjust camera angles, movement, and framing of
AI-generated videos based on text prompts and image inputs.9 After
entering a prompt or image, users can fine-tune camera settings
such as zoom, pan, or tilt, enhancing the visual composition and
presenting viewpoints not shown in the original input. The second
possibility involves “motion prompting,” a video generation tech-
nique that uses spatio-temporally flexible motion trajectories as a
complementary control mechanism to text prompts. This allows for
more precise and expressive representation of object, camera, and
scene motion through trackable point movements [29]. A third pos-
sibility is generating novel viewpoints with 3D Gaussian Splatting,
a recent breakthrough in 3D reconstruction from 2D photographs
that achieves state-of-the-art results in rendering appearance, speed,
and training efficiency [51]. This technique has enabled researchers
to explore how fine-tuned camera settings can be used in human-AI
interaction, giving users control over the camera while viewing an
environment from multiple perspectives with the help of an artifi-
cial agent [10]. While these techniques require significant resources
and processing power, future research might draw inspiration from
them to develop mechanisms that enable users to co-create and
generate more cinematic visual narratives.

Providing and manipulating cinematic control might be further
explored as a way to rank techniques as being the most effective
for a desired narrative output, rather than an exploratory exercise,
as described above. Our A/B testing of lighting and focus revealed
vastly different interpretations of otherwise the same content, and
different camera perspectives of the same content may be employed
to rank narrative impact, similar to how Rubinstein et al. use dif-
ferent camera perspectives to rank the angles most accurate for
object identification (e.g., a side view vs. a top-down view of a bottle
of shampoo) [87]. By affording the user control over the camera
and insight into how AI interprets different techniques—such as its
discernment of drama and power from intense close-ups—we can
better understand its cinematic reasoning. This understanding can
lead us to implement cinematic guidelines similar to those devel-
oped by Xu and colleagues for creating cinematic data stories, such
as the ‘Camera Eye’ guideline for using camerawork to create drama
[100, 101]. As generative AI technology improves in video process-
ing and summarization (e.g., [17, 97]), future A/B experiments and
user studies may be conducted into the dynamic explorations of
cinematography as grounded in our static findings and used as con-
trastive comparison for understanding how generative AI interprets
movement through cinematics.

Furthermore, alterations to cinematic form can be applied to
images explored in prior works for greater understanding of the
impacts. For example, consider how a dim-lit, blurry photograph of
people at a wedding might lead a system to generate a more chaotic
or mysterious story than that of a well-lit photograph of people in
focus. Indeed, we argue elsewhere that most AI-generated visual
stories are “rigidly descriptive and unimaginative" [38, p.11], citing
an example from prior works where a story based on a wedding
photograph predictably describes the bride as “happily in love”
rather than in a more dramatic or unexpected way, such as madly

9https://academy.runwayml.com/gen2/motion-brush-camera-control

https://academy.runwayml.com/gen2/motion-brush-camera-control
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in love or not in love at all. Against the backdrop of our findings,
more imaginative AI-generated visual stories inspired by cinematic
surrealism [38] give us reason to believe that greater control over
cinematics might help users generate even more “interesting” [1]
stories. By imagining visual storytelling systems that afford these
cinematic controls, such impacts can now be explored.

In summary, our findings suggest implications for AI overlooking
or mistaking the form of an image in a resultant narrative and any
attempts to decouple the two. To address this challenge in compu-
tational visual storytelling, we propose that cinematics be a criteria
of focus in developing future systems. We further envision what
visual storytelling systems might look like by giving users greater
freedom and control to explore cinematographic techniques and
formal manipulations. As such, our discussion reflects the potential
for new interaction paradigms and expanded storytelling through
user-controlled cinematography in AI contexts. By enhancing user
agency through cinematic design, the domain of computational
visual storytelling might unlock new creative possibilities, trans-
forming users into directors of AI-driven narratives.

6.2 Expressive AI to Speculate About the Past
While much research on AI storytelling and film has focused on
the future—whether through speculative futuring [13, 25, 48, 66]
or predictions of the next “best” sentence for AI-generated stories
[45, 76, 85]—it is equally compelling to retroactively speculate about
the past [96]. Our study revisits and reinterprets a visual historical
artifact, using expressive AI as a speculative lens. By expressive
AI, we refer to what Mateas conceptualizes as a mode of AI-based
cultural production [71] and what Wardrip-Fruin theorizes as the
cultural significance of computational processes [98], which we
have since adapted as a defining criterion of “narrative intelligence”
for visual storytelling [37]. In generating expressive text that spec-
ulates about the meaning of shots and character thoughts, we find
that AI presents a medium to engage with visual history. This ap-
proach to speculation challenges HCI’s default orientation toward
the future by inviting reflection on historical content and form.

What is more, our engagement with a historic documentary re-
considers the temporal perspective of speculation involved in HCI
documentary work in particular. HCI scholars describe specula-
tion as involved in both the production and reception of design
documentaries—from anticipating audience reactions while filming
[80] to imagining future user scenarios and impacts of depicted
designs when watching it on screen [84]. In contrast to these docu-
mentary engagements that ponder the future, our study speculates
about past people and places. With AI as a speculative tool, we
consider what Vertov may have intended to convey through his
Kino-Eye technique: politics of social reality (e.g., drama and power
in the twentieth-century Soviet Union); interior worlds of charac-
ters in ambiguous reality (e.g., a miner pondering the irony of his
work vs. a filmmaker seeking to reveal hidden truths); and affective
intensities of surreality (e.g., a woman merging with a machine).
The AI-generated narratives offer windows into a historical time
period, animating the silent figures and “read[ing] their thoughts”
[93] in a speculative sense through the lens of computer vision.

This reflective use of AI also highlights the interplay between his-
torical truths and AI’s capacity for creative fiction and friction. Ver-
tov’s Kino-Eye was intended to capture ‘objective’ truths through a
mechanized lens, yet the AI-generated narratives introduce algorith-
mic biases and speculative elements that further complicate this aim.
The tension between Vertov’s pursuit of truth and AI-generated
untruths (e.g., over-extrapolated meanings and rationalizations of
surreal expression) illuminate broader issues in computational anal-
ysis of historical art [16]. On the one hand, AI may harmfully mis-
interpret the past given its reductive assumptions, biases, and bugs,
as well as undermine historiography. On the other hand, AI might
allow for exploring multiple perspectives, as inspired by polyvocal
documentary work that tells a plurality of stories rather than a
singular narrative [33]. The AI speculations in our study generate
different vantage points from a range of characters—even inani-
mate objects—creating space for more imaginative and capacious
readings of historical material.

Beyond individual characters and directorial intent, this method
of AI speculation raises broader questions about how analysts inter-
pret historical artifacts with limited or decontextualized knowledge.
If using computational methods, we urge scholars to complement
them with close readings to account for the nuanced context. In
engaging with a film likeMan with a Movie Camera, researchers can
speculate not only about what a particular image depicts, but also
the socio-cultural context and historical moments captured within
the frames. This aligns with other speculative design storytelling
approaches, such as recovering absent or displaced narratives [86]
and “making the past present through digital storytelling” [39] to
revisit and recontextualize histories. Our work shows that specula-
tion about the past can provide ground not for historical veracity
per se, but for meaningful reflection in the present.

In revisiting canonical works like Vertov’s, AI can facilitate new
modes of reflection on visual history, as well as new design tools
to craft alternative media traditions that expand on prior contem-
porary, computational expansions of the film. For instance, Perry
Bard’s Man with a Movie Camera: The Global Remake uses the
film’s database framework to build an interactive platform for par-
ticipants to upload creative reshoots for any of the 1,276 shots,
which the software then randomly selects among to construct a
new user-generated version that streams alongside the original
[3]. In reflecting on this work, Hassapopoulou celebrates how the
imaginative reinterpretations and remixes of the film (e.g., mobile
phone footage, pixelated frames, and animations) “[help] new gen-
erations foster intimate connections with past cinematic traditions”
[44, p.122]. With this objective of reanimating the past, generating
speculative AI narratives opens up new possibilities for connecting
present-day audiences with historical content, thereby expanding
how we see and interact with visual history as an active, evolving
process—a story that may “extend” [78] and never fully end.

7 Conclusion and Future Work
In bringing concerns for formal analysis to computational visual
storytelling, our study contributes nuance, precision, and speci-
ficity to conversations mostly limited to content analysis. We show
how particular cinematographic techniques shape AI-generated
interpretations and narratives of imagery from the acclaimed silent
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documentary film Man with a Movie Camera (1929). Our analyses
of VLM responses to 60 different still images from the film reveal
three key themes: (1) Camera Shots and Angles: AI demonstrates a
proclivity to discern drama and power dynamics in social reality
through varied camera perspectives; (2) Lighting and Focus: ambigu-
ous visual elements can lead AI to both provocative interpretations
and misinterpretations, highlighting the importance of contextual
understanding; and (3) Visual Effects: AI navigates complex layers
of surreality in manipulated imagery, showcasing potential for cre-
ative and abstract interpretations. In turn, we look toward cinematic
controls for visual storytelling systems that effectively transform
users into directors with the freedom to not only rewrite a prompt,
swap out an image, or re-generate outputs, but also manipulate the
formal elements of visual compositions. Lastly, we discuss how AI
can serve as an expressive medium for speculating about the past.

While we do aim to produce generalizable knowledge from our
study of one film that is situated in a particular geographic, cultural,
and historical context, the cinematographic techniques that we stud-
ied (e.g., focus, lighting, etc.) certainly appear in films, videos, and
photographs more broadly. Our study therefore lays the necessary
groundwork for beginning to understand how AI interprets formal
elements in a general sense. For instance, we have reason to believe
that certain associations (e.g., between camera angles and power)
may apply to other cinematic artifacts, including contemporary
media, which future work ought to further explore through digital
humanities methods such as distant reading that allow for process-
ing data at a greater scale. This may involve developing automated
analysis to detect our thematic insights in larger datasets that are
comprised of multiple films across time periods, contexts, genres,
etc. with a wider range of cinematographic techniques (e.g., [42, 43]).
Continued experimentation may also adapt our formulation of A/B
testing on different techniques, such as temporal sequencing, to fur-
ther integrate with the situated nuance gleaned from close reading.
Altogether, these avenues for future work may lead to generaliz-
able knowledge and deeper understanding of what is at stake in
interpreting visual material through the lens of algorithmic bias.
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